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Abstract. Texture segmentation is a difficult problem, just as it is apparent fromcamouflage pictures. A textured region can contain elements of several sizes, each of
which can itself be textured. This work presents an algorithm to segment textures.
The algorithm is based on self-organizing feature maps which are used to generate ahistogram that characterizes the texture. Through classification, the histograms are
compared to each other using signal cross-correlation that operates on a defined win-
dow according to the texture complexity. The algorithm was tested on benchmark im-
ages. The experiments, their results and relevance are presented in the results and fu-
ture work section.

1. Introduction

Texture is generally recognized as being fundamental to perception. The taxonomy of
problems encountered within the context of texture analysis could be that of classifica-
tion, description, and segmentation. Recognition of texture patterns has applications in
radiography and aerial and satellite photography, among others. There is no concise
definition or characterization of a texture available in practice. Texture has been de-
scribed in a variety of ways. Intuitively, texture descriptors provide measures of prop-
erties such as smoothness, coarseness, and regularity. One way to describe texture is to
consider it as being composed of elements of texture primitives. Texture can also be
defined as the mutual relationship among intensity values of neighboring pixels re-
peated over an area larger than the size of the relationship.

Texture segmentation is the problem of breaking an image into components within
which the texture is constant. Texture segmentation involves both representing a tex-
ture, and determining the basis on which segment boundaries are to be determined.
Many texture feature extraction and recognition algorithms are available in practice

([1], [2], [3], [4], [5], [6], [7], [8], [9]). Conventional texture recognition algorithms
can be grouped into three classes: statistical, structural, and spectral. Statistical ap-
proaches yield characterizations of textures as smooth, coarse, grainy, and so forth.
Statistical algorithms are based on the relationship between intensity values of pixels:
measures include entropy, contrast, and correlation based on the gray level co-
occurrence matrix. Structural algorithms are based on image primitives, which they
regard as a formational element. Structural algorithms generate, and describe rules for
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generating, repeating patterns. The notion of a primitive is central to texture ana
lysis.

A texel is (loosely) a visual primitive with certain invariant pro
perties. Texels occur

repeatedly in different positions. deformations, or orientations ins
ide a given area.

Texture primitives may be pixels or aggregates of pixels. One way of describing rules

that govern texture is through a grammar. Structural approaches generat
e patterns by

applying the rules of a grammar to a small number of symbols. Spectral techniques are

based on properties of the Fourier spectrum and are used primarily 
to detect global

periodicity in the image by identifying high-energy narrow peaks in the spectrum. Both

statistical and structural measures lack neurophysiological support [10].

Many neural network models have been suggested for
 texture recognition ([11],

[12]). A generic model for segmenting images by using texture requires the identifica-

tion of those features that both define texture and allow 
discrimination between differ-

ent textures. A class of 2-D filters based on Gabor functions for the texture segmen
ta-

tion was proposed [15], in this approach is shown analytically that applyi
ng a properly

configured band-pass filter to a textured image produces distinct output discontinuities

at texture boundaries. Rao and Vemuri proposed 
a neural network architecture for

texture segmentation and labeling. Their model consists of two major components: the

feature extraction network and the texture di
scrimination network. The feature extrac-

tion network is a multilayer hierarchical network governed by Grossberg
's boundary

counter (BC) system [13]. The texture discrimination network is based on t
he adaptive

learning algorithm devised by Kohonen [14]. Neu
ral network models based on FT-

domain feature extraction can also be used for texture feature extraction.

This work this organized in the following way, in the section 2 we analyze the main

characteristics of the SOM neural networks and define the used nomenclature, in the

section 3 the proposed algorithm is described, finally in the section 4 the r
esults are

shown and it is analyzed future work.

2. SOFM neural networks

Self-organizing feature maps (SOFM) [14] learn to classify input vectors according to

how they are grouped in the input space. They differ from another networks in that

neighboring neurons learn to recognize neighboring sections of the input space. Thus,

competitive layers learn both the distributions and topology of the input vectors that

they are trained on.

The architecture for a Self-organizing map network is shown in Fig. 1. The |Ndist|

box in the figure accepts the input vector p and the input weight matrix IW and pro-

duces a vector having S elements. The elements are the negative of the distances be-

tween the input vector p and the vector IW. The net value n of the Self-organizing

layer is computed by finding the negative distance between input vector p and the

weight vector IW.

The competitive transfer function C accepts a net value n and returns neurons out-

puts of 0 for all neurons except for the winner, the neuron associated with the most

positive element of the input n. Thus, the winner's output is 1.
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SOFM algorithm, a segmentation texture algorithm is used based on gabor functions
such as it is described in [15], both algorithms were applied to Fig. 8 (Top), having as
results Fig. 8 (left), for the algorithm based on gabor functions and Fig. 8 (right) for the
SOFM algorithm.

The future work can be concentrated on two directions. First the problem of trying
with the texture edges using an adaptive method that allows to change the window
size and the second is to find a different discrimination method that considers other
characteristic (different to cross-correlation) making in this way perhaps a robuster
classification.

Fig. 8. (Top) Original image, (left) segmented image using gabor functions and (right)
segmented image using the SOFM algorithm
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